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Provided is a display method, which is executed by a display
device capable of forming an image in both of an inside of
alens area and an outside of the lens area and enabling a user
to visually recognize the image, the display method includ-
ing displaying, by the display device, one or more objects
from a predetermined area inside the lens area toward the
outside of the lens area so that an object near the predeter-
mined area is displayed in a different display mode relating
to at least one of a density, a color strength, a luminance, and
a size compared to an object away from the predetermined
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DISPLAY METHOD AND SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] The application is based on Japanese Patent Appli-
cation No. 2020-198416 filed on Nov. 30, 2020, the content
of which incorporated herein by reference.

BACKGROUND

Field of the Invention

[0002] The present invention relates to a display method
and a system.

SUMMARY

[0003] Hitherto, the technology of detecting an obstacle
near a vehicle and notifying a driver of existence of the
obstacle has been known. For example, Japanese Patent
Application Laid-open No. 2005-35488 discloses an
obstacle detection device for a vehicle, including obstacle
detection means for detecting an obstacle near a vehicle and
vibration generation means for vibrating the steering wheel
of the vehicle. In this obstacle detection device for a vehicle,
when the obstacle detection means has detected an obstacle,
the vibration generation means vibrates the steering wheel to
notify the driver of existence of the obstacle.

[0004] The obstacle detection device for a vehicle dis-
closed in Japanese Patent Application Laid-open No. 2005-
35488 switches the frequency of vibration, which is gener-
ated by the vibration generation means depending on a
distance between the vehicle and the obstacle detected by
the obstacle detection means, to thereby cause the driver to
recognize the distance between the vehicle and the obstacle.
However, the vibration of the steering wheel is limited to a
horizontal direction, and thus it is not possible to cause the
driver to recognize a distance between the vehicle and the
obstacle in a vertical direction or a longitudinal direction.
Furthermore, the driver may feel uncomfortable with vibra-
tion of the steering wheel. In this manner, the related art is
not user-friendly in some cases. In order to address this
issue, it is considered that spatial information is visually
notified to the user, but the user feels strange about the
related-art method in some cases.

[0005] The present invention has been made in view of the
above-mentioned circumstances, and has an object to pro-
vide a display method and a system, which are capable of
preventing a user from feeling strange when existence of an
external object is spatially notified to the user.

[0006] A display method according to one embodiment of
the present invention has the following configuration.
[0007] (1): A display method according to one aspect of
the present invention is a display method, which is executed
by a display device capable of forming an image in both of
an inside of a lens area and an outside of the lens area and
enabling a user to visually recognize the image, the display
method including displaying, by the display device, one or
more objects from a predetermined area inside the lens area
toward the outside of the lens area so that an object near the
predetermined area is displayed in a different display mode
relating to at least one of a density, a color strength, a
luminance, and a size compared to an object away from the
predetermined area.
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[0008] (2): In the aspect (1), the display device displays an
object near the predetermined area so that the density, the
color strength, the luminance, or the size of the object
becomes higher than a density, a color strength, a luminance,
or a size of an object away from the predetermined area and
formed outside of the lens area.

[0009] (3): In the aspect (1) or (2), the display device
displays an object near the predetermined area so that the
density, the color strength, the luminance, or the size of the
object becomes lower than a density, a color strength, a
luminance, or a size of an object away from the predeter-
mined area and formed inside of the lens area.

[0010] (4): In any one of the aspects (1) to (3), the display
device displays a character image, and the predetermined
area is an area close to the character image or an area
including at least a part of the character image.

[0011] (5): In any one of the aspects (1) to (4), the display
device displays a character image, and the display device
determines a position of display of the character image
through an operation performed by the user.

[0012] (6): In any one of the aspects (1) to (5), the display
device continuously displays the one or more objects from
the predetermined area toward a specific location outside the
lens area.

[0013] (7): In the aspect (6), the specific location is a risk
determination location acquired by external recognition
means.

[0014] (8): In the aspect (6) or (7), the display device sets
a degree of difference in the display mode depending on a
distance between the specific location and the display
device.

[0015] (9): In the aspect (8), the display device increases
widths of the one or more objects as a distance between the
specific location and the display device becomes smaller.
[0016] (10): In any one of the aspects (1) to (9), the display
device decreases visibility of an image formed outside of the
lens area compared to visibility of an image formed inside
of the lens area.

[0017] (11): In any one of the aspects (1) to (10), the
display device is a display device having lenticular lens
structure.

[0018] (12): In any one of the aspects (1) to (11), the
display device is mounted on a mobile body.

[0019] (13): In the aspect (12), the display device displays
an object so that when the user in the mobile body has not
visually recognized the specific location, the density, the
color strength, the luminance, or the size of the object
becomes higher compared to a case in which the user in the
mobile body has visually recognized the specific location.
[0020] (14): In the aspect (12), the display device subjects
the one or more objects to blur processing more and displays
the one or more objects as illuminance of the outside of the
mobile body becomes lower.

[0021] (15): In the aspect (12), the display device
increases a degree of difference in the display mode when
the user in the mobile body has not visually recognized the
specific location compared to a case in which the user in the
mobile body has visually recognized the specific location.
[0022] (16): A system according to one aspect of the
present invention is a system, which is configured to control
a display device capable of forming an image in both of an
inside of a lens area and an outside of the lens area and
enabling a user to visually recognize the image, the system
including: a display mode controller configured to control
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display by the display device; and a display mode deter-
miner configured to determine a mode of display by the
display device, wherein the display controller displays one
or more objects from a predetermined area inside the lens
area toward the outside of the lens area so that an object near
the predetermined area is displayed in a different display
mode relating to at least one of a density, a color strength,
a luminance, and a size compared to an object away from the
predetermined area.

[0023] According to the aspects (1) to (16), it is possible
to prevent a user from feeling strange when existence of an
external object is spatially notified to the user.

[0024] According to the aspect (9), it is possible to enable
the user to more reliably recognize existence of an external
object close to a vehicle and having a high risk of collision.
[0025] According to the aspect (13) or (15), it is possible
to more reliably notify the user who has looked aside during
driving of the risk of collision.

[0026] According to the aspect (14), it is possible to enable
the user to visually recognize an object without feeling
fatigue of eyes.

BRIEF DESCRIPTION OF THE DRAWINGS

[0027] FIG. 1 is a block diagram illustrating a device
mounted on a vehicle.

[0028] FIG. 2 is a diagram illustrating an example of a
display device mounted on the vehicle.

[0029] FIG. 3 is a diagram for describing the structure of
a lenticular lens of the display device.

[0030] FIG. 4 is a diagram for describing the function of
the display device.

[0031] FIG. 5 is a diagram for describing a relationship
between detection of an external object by a camera and
display of an object by the display device.

[0032] FIG. 6 is a diagram illustrating an example of a
scene in which the display device is used to notify a user of
existence of the detected external object.

[0033] FIG. 7 is a diagram illustrating another example of
the scene in which the display device is used to notify the
user of existence of the detected external object.

[0034] FIG. 8 is a diagram illustrating another example of
the scene in which the display device is used to notify the
user of existence of the detected external object.

[0035] FIG. 9 is a diagram illustrating another example of
the scene in which the display device is used to notify the
user of existence of the detected external object.

[0036] FIG. 10 is a flow chart illustrating an example of a
flow of operations of a control device.

[0037] FIG. 11 is a diagram illustrating an example of a
mode of display of an object by the display device.

[0038] FIG. 12 is a diagram illustrating another example
of the mode of display of an object by the display device.
[0039] FIG. 13 is a diagram illustrating another example
of the mode of display of an object by the display device.
[0040] FIG. 14 is a diagram for describing blur processing
for a lens area of the display device.

[0041] FIG. 15 is a diagram illustrating a situation in
which the user moves the position of display of a character
image.

[0042] FIG. 16 is a diagram for describing a situation in
which the mode of display of an object by the display device
changes in synchronization with movement of the position
of display of the character image.
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DESCRIPTION OF EMBODIMENTS

[0043] Now, description is given of an embodiment of the
present invention with reference to the drawings. FIG. 1 is
a block diagram illustrating a device mounted on a vehicle
1. The vehicle 1 includes a camera 10, a radar device 12, a
LIDAR (Light Detection and Ranging) device 14, an object
recognition device 16, a vehicle sensor 18, an in-vehicle
camera 20, a control device 100, and a display device 200.
The vehicle 1 is an example of the “mobile object”, and a
component including a part or all of the camera 10, the radar
device 12, the LIDAR device 14, and the object recognition
device 16 is an example of the “external recognition device”.

[0044] The camera 10 is a digital camera that uses a
solid-state image pickup device such as a CCD (Charge
Coupled Device) sensor or CMOS (Complementary Metal
Oxide Semiconductor) sensor. The camera 10 is mounted on
any part of the vehicle 1. The camera 10 is mounted on the
upper part of a front windshield, the back surface of a
rear-view mirror, or the front part of the vehicle body, for
example. When a rear-view image is picked up, the camera
10 is mounted on the upper part of a rear windshield or a rear
door, for example. When a side-view image is picked up, the
camera 10 is mounted on a door mirror, for example.

[0045] The radar device 12 is configured to radiate a radio
wave such as a millimeter wave toward the surroundings of
the vehicle 1, and detect a radio wave (reflected wave)
reflected by a nearby external object, to thereby detect at
least the position (distance and direction) of the external
object. The radar device 12 is mounted on any part of the
vehicle 1. The radar device 12 may detect the position and
speed of the external object by an FM-CW (Frequency
Modulated Continuous Wave) method.

[0046] The LIDAR device 14 is configured to radiate light
toward the surroundings of the vehicle 1, and measure the
diffused light. The LIDAR device 14 detects a distance
between the vehicle and an object based on a period of time
from emission of light until reception of light. Light to be
radiated is, for example, pulsed laser light. The LIDAR
device 14 is mounted on any part of the vehicle 1.

[0047] The object recognition device 16 is configured to
execute sensor fusion processing for the results of detection
by a part or all of the camera 10, the radar device 12, and the
LIDAR device 14, and recognize, for example, the position,
type, and speed of the nearby external object of the vehicle
1. The external object includes, for example, another vehicle
(for example, nearby vehicle within a predetermined dis-
tance), a pedestrian, a bicycle, and a road structure. The road
structure includes, for example, a road sign, a traffic light, a
railway crossing, a curb, a center divider, a guardrail, and a
fence. Furthermore, the road structure may include, for
example, road markings such as a road partition line (here-
inafter referred to as “partition line) drawn or attached on
the road surface, a pedestrian crossing, a bicycle crossing,
and a stop line. Furthermore, the external object may include
an obstacle such as a fallen object (for example, a cargo of
another vehicle or a signboard set near the road) on the road.
The object recognition device 16 outputs a recognition result
to the control device 100. The object recognition device 16
may output the results of detection by the camera 10, the
radar device 12, and the LIDAR device 14 to the control
device 100 as they are. Furthermore, the function of the
object recognition device 16 may be implemented in the
control device 100.
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[0048] The vehicle sensor 18 includes, for example, a
vehicle speed sensor configured to detect the speed of the
vehicle 1, an acceleration sensor configured to detect an
acceleration, a yaw rate sensor configured to detect a yaw
rate (for example, a rotational angular speed with respect to
a vertical axis passing through the center of gravity of the
vehicle 1), and an azimuth sensor configured to detect the
direction of the vehicle 1. The vehicle sensor 18 transmits
detected vehicle information to the control device 100.
[0049] Similarly to the camera 10, the in-vehicle camera
20 is a digital camera that uses a solid-state image pickup
device such as a CCD (Charge Coupled Device) sensor or a
CMOS (Complementary Metal Oxide Semiconductor) sen-
sor. The in-vehicle camera 20 is installed on the center of an
instrument panel of the vehicle 1, for example, and picks up
an image of the space of the vehicle interior. In particular,
the in-vehicle camera 20 detects an operation performed by
a driver of the vehicle 1 or a vehicle occupant of a passenger
seat, and transmits the detected operation to the control
device 100.

[0050] The control device 100 includes, for example, a
display control unit 110 and a display mode determination
unit 120. Theses components are implemented by, for
example, a hardware processor such as a CPU (Central
Processing Unit) executing a program (software). A part or
all of these components may be implemented by hardware
(circuit unit including circuitry) such as an LSI (Large Scale
Integration), an ASIC (Application Specific Integrated Cir-
cuit), an FPGA (Field-Programmable Gate Array), and a
GPU (Graphics Processing Unit), or may be implemented by
cooperation between software and hardware. The program
may be stored in a storage device (storage device including
non-transitory storage medium) such as an HDD (Hard Disk
Drive) or flash memory in advance, or may be stored in a
detachable storage medium (non-transitory storage medium)
such as a DVD or a CD-ROM, and the program may be
installed through attachment of the storage medium into a
drive device. The control device 100 is an example of the
“system”.

[0051] The display control unit 110 is configured to cause
the display device 200 to enable visual recognition of an
image. Specifically, the display control unit 110 controls the
display device 200 so as to display an image in an object
display mode determined by the display mode determination
unit 120 described later. The display control unit 110 further
determines image information other than the display mode
determined by the display mode determination unit 120,
such as the range, the position, and the direction of the
image.

[0052] The display mode determination unit 120 is con-
figured to determine at least the mode of display of an object
by the display device 200 based on external object infor-
mation received from the object recognition device 16 and
vehicle information received from the vehicle sensor 18. The
display mode means, for example, a part or all of the density,
the color strength, the luminance, and the size of elements
forming an object. Details of the display mode determined
by the display mode determination unit 120 are described
later.

[0053] The display device 200 is, for example, a three-
dimensional display device having lenticular lens structure
such as Looking Glass (trademark). The display device 200
may be a three-dimensional display device having other
structure. FIG. 2 is a diagram illustrating an example of the
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display device 200 mounted on the vehicle 1. As illustrated
in FIG. 2, the display device 200 is installed at a position of
the instrument panel opposed to a driver’s seat. The display
device 200 displays, for example, a character image I and a
speed meter M. The character image is an image represent-
ing a real or imaginary animal (including human), a plant, a
robot, or another entity, and the character image is preferably
an image that performs a human action through animation.
[0054] FIG. 3 is a diagram for describing the structure of
a lenticular lens of the display device 200. In FIG. 3, a sheet
(lenticular lens) S in which a numerous number of minute
semi-cylindrical convex lenses are arranged is arranged on
an image called “lenticular image”, which is obtained by
combining two types of images, namely, a vertical line
portion V and a horizontal line portion H. The user has
binocular parallax, and thus one eye recognizes an image of
the vertical line portion whereas the other eye recognizes an
image of the horizontal line portion through the sheet S. As
a result, the user can recognize a three-dimensional image.
[0055] FIG. 4 is a diagram for describing the function of
the display device 200. In FIG. 4, the display device 200
continuously displays objects that spread toward the back of
the character image I in addition to the character image I and
the speed meter M. The objects are displayed in a mode of
light or sand, for example. The display device 200 can form
images on both of the inside and outside of a lens area, and
thus the user can recognize three-dimensional objects that
spread from the inside of the lens area toward the outside of
the lens area. The display device 200 also has such a
characteristic that the visibility of an image formed on the
outside of the lens area decreases compared to the visibility
of an image formed on the inside of the lens area.

[0056] In FIG. 4, the display device 200 displays objects
as one continuous shape, but the method of displaying
objects is not limited thereto. For example, the display
device 200 may display objects as a group of a plurality of
elements that are distributed intermittently, or may display
objects so that a plurality of elements flow in a certain
direction.

[0057] Next, description is given of a system of notifying
the user of existence of an external object near the vehicle
1 by using the camera 10 and the display device 200. FIG.
5 is a diagram for describing a relationship between detec-
tion of an external object by the camera 10 and display of the
object by the display device 200. It is assumed that the
camera 10 is mainly used to detect an external object in front
of'the vehicle 1, and a distance or angle between the vehicle
1 and the external object is measured. In FIG. 5, CL
represents the vehicle body axis direction of the vehicle 1,
P represents a pedestrian, DL represents a distance between
the vehicle 1 and the pedestrian P, and 0 represents an angle
indicating the direction of the pedestrian P with respect to
the vehicle body axis direction CL. The object recognition
device 16 executes position transformation processing from
a picked-up image space of the camera 10 onto a plane as
viewed from the above, to thereby derive information on the
distance DL or the angle 0 (this information may further
include height information). This processing may be
executed by the display device 200, or may be executed by
a processor included in the camera 10. The display device
200 acquires the information on the distance DL or the angle
0 from the object recognition device 16.

[0058] The display control unit 110 calculates a space
vector from the character image I to the pedestrian P based
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on the acquired information on the distance DL or the angle
0 and information on a height from the character image I of
the display device 200 to the camera 10. The display control
unit 110 calculates the direction of the object to be displayed
from the hand of the character image I toward the position
of the pedestrian P based on the acquired space vector. The
position of the pedestrian P is an example of the “specific
location”.

[0059] Next, the display mode determination unit 120 of
the control device 100 determines the mode of display of the
object to be displayed from the hand of the character image
1 toward the position of the pedestrian P based on the result
of detection by the camera 10 and the result of calculation
by the display control unit 110. Specifically, the display
mode determination unit 120 determines, for example, the
density, the color strength, the luminance, and the size of the
object. The display control unit 110 of the control device 100
causes the display device 200 to display the object based on
the determined display mode. The hand of the character
image I is an example of the “predetermined area inside the
lens”.

[0060] In this manner, the display control unit 110 con-
tinuously displays one or more objects from a predetermined
area toward a specific location outside the lens area, for
example. The specific location is a risk determination loca-
tion acquired by external recognition means such as the
camera 10 or the object recognition device 16. The risk
determination location means a location at which the vehicle
1 is determined to have a certain risk such as collision. In the
example of FIG. 5, the position of the pedestrian P is an
example of the risk determination location acquired by
external recognition means, and the object is displayed
toward the position of the pedestrian P.

[0061] InFIG.S5, point objects are displayed from the hand
of'the character image I toward the position of the pedestrian
P. As described above, the display device 200 has such a
characteristic that the visibility of an image formed on the
outside of the lens area decreases compared to the visibility
of an image formed on the inside of the lens area. Thus,
when objects are displayed on the same mode, decrease in
visibility between the inside of the lens area and the outside
of the lens area becomes significant, which may cause the
user to feel strange. In view of the above, when one or more
objects are displayed from a predetermined area inside the
lens toward the outside of the lens area, the display mode
determination unit 120 determines such a display mode that
when the display device 200 displays one or more objects
from the predetermined area inside the lens toward the
outside of the lens area, an object near the predetermined
area has a different display mode relating to at least one of
the density, the color strength, the luminance, and the size
compared to an object away from the predetermined area.
For example, in FIG. 5, the display mode determination unit
120 increases the sizes of point objects displayed near the
character image I, that is, near the predetermined area,
compared to the sizes of point objects away from the
character image I. Furthermore, the display mode determi-
nation unit 120 deepens the colors of point objects near the
character image I compared to the colors of point objects
away from the character image 1. Instead or in addition to
this, the display mode determination unit 120 may increase
the luminances of objects near the character image I com-
pared to the luminances of objects away from the character
image 1. Instead or in addition to this, the display mode

Jun. 2, 2022

determination unit 120 may increase the densities of point
objects near the character image | compared to the densities
of point objects away from the character image 1. In this
manner, it is possible to reduce the visual discontinuity of
objects and reduce the strange feeling of the user by deter-
mining such a display mode that an object near the prede-
termined area has a different display mode relating to at least
one of the density, the color strength, the luminance, and the
size compared to an object away from the predetermined
area.

[0062] In this embodiment, the display device 200 dis-
plays objects from the hand of the character image I.
However, the start point of objects, namely, the predeter-
mined area inside the lens is not limited to the hand of the
character image I, and the predetermined area inside the lens
may be an area near the character image I or an area
including at least a part of the character image 1.

[0063] FIG. 6 is a diagram illustrating an example of a
scene in which the display device 200 is used to notify the
user of existence of the detected external object. In FIG. 6,
the vehicle 1 is traveling in a town, and the camera 10
confirms existence of the pedestrian P in front of the vehicle
1 on the right side through the front windshield F. The
display device 200 displays a band object whose width
increases from the hand of the character image I toward the
position of the pedestrian P. The display mode determination
unit 120 determines the mode of display of this band object
such that as the points forming the band are closer to the
hand of the character image I, the density and luminance of
those points become higher. In this manner, it is possible to
reduce the visual discontinuity of objects and reduce the
strange feeling of the user by the display mode determina-
tion unit 120 determining such a display mode that objects
near the predetermined area have a higher density, a higher
color strength, a higher luminance, or a higher size com-
pared to objects away from the predetermined areca and
whose images are formed on the outside of the lens area.

[0064] FIG. 7 is a diagram illustrating another example of
the scene in which the display device 200 is used to notify
the user of existence of the detected external object. In FIG.
7, the vehicle 1 is traveling on a road, and the camera 10
confirms existence of the pedestrian P in front of the vehicle
1 on the right side through the front windshield F. On the left
part of FIG. 7, the display device 200 displays a band object
whose width increases from the hand of the character image
I toward the position of the pedestrian P. After that, when the
vehicle 1 has traveled ahead further, and the distance
between the vehicle 1 and the pedestrian P becomes smaller
as indicated in the right part of FIG. 7, the magnitude of the
space vector from the character image I to the pedestrian P
calculated by the display control unit 110 also becomes
smaller. When the magnitude of the space vector has become
smaller, the display mode determination unit 120 determines
the mode of display of the object such that the width of the
object displayed by the display device 200 becomes larger
from the start point of the object toward the end point of the
object. That is, the display mode determination unit 120 sets
the width of one or more objects to be larger from the start
point of the one or more objects toward the end point of the
one or more objects as the distance between the specific
location and the display device 200 becomes smaller. In this
manner, the degree of difference in display mode is set
depending on the distance between the specific location and
the display device 200, so that the user can more reliably
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recognize existence of an external object close to the vehicle
1 and having a high risk of collision.

[0065] FIG. 8 is a diagram illustrating another example of
the scene in which the display device 200 is used to notify
the user of existence of the detected external object. FIG. 8
is an illustration of the vehicle 1 that turns right at the
intersection from the above, in which the pedestrian P riding
a bicycle is approaching the vehicle 1 from the right back
side of the vehicle 1. At this time, the user of the vehicle 1
cannot confirm existence of the pedestrian P through the
front windshield F. However, the camera 10 recognizes
existence of the pedestrian P and the display device 200
displays an object from the hand of the character image |
toward the position of the pedestrian P, so that the user can
visually recognize existence of a bicycle that cannot be
recognized in the visual field of the user.

[0066] FIG.9 is a diagram illustrating another example of
the scene in which the display device 200 is used to notify
the user of existence of the detected external object. On the
left part of FIG. 9, the user of the vehicle 1 is looking
forward and driving the vehicle 1, and the pedestrian P is
standing in front of the vehicle 1 on the right side. The
display device 200 displays an object from the hand of the
character image I toward the position of the pedestrian P.
Now, it is assumed that the user has looked aside while
driving the vehicle 1. In that case, the in-vehicle camera 20
detects that the user has looked aside, and transmits the
information to the control device 100 via the object recog-
nition device 16. The display mode determination unit 120
of the control device 100 determines the mode of display of
the object so as to increase the width of the object displayed
by the display device 200 in response to the fact that the user
has looked aside. The display device 200 displays the object
so as to increase the width of that object based on the
determined display mode. In this manner, when the user in
the vehicle 1 is not visually recognizing a specific location,
the degree of difference in display mode is increased com-
pared to a case in which the user is visually recognizing the
specific location, so that it is possible to notify the user who
has looked aside of the risk of collision more reliably.

[0067] InFIG.9, the display device 200 displays an object
s0 as to increase the width of that object when the user has
looked aside. Alternatively, when the user in the vehicle 1 is
not visually recognizing a specific location, the display
device 200 may display an object so as to increase the
density, the color, the luminance, or the size of points
forming the object compared to a case in which the user is
visually recognizing the specific location. Also with this
technique, it is possible to notify the user who has looked
aside of the risk of collision more reliably.

[0068] FIG. 10 is a flow chart illustrating an example of a
flow of operations of the control device 100. The processing
of this flow chart is started at a predetermined timing, such
as a timing at which the power supply of the vehicle 1 is
turned on, and is repeatedly executed at a predetermined
cycle after that, for example.

[0069] First, the display control unit 110 of the control
device 100 determines whether or not an obstacle is detected
near the vehicle 1 based on the object information acquired
from the object recognition device 16 (Step S1). The display
control unit 110 determines that an obstacle is detected near
the vehicle 1 when there is a moving object within a radius
of 200 m with respect to the vehicle 1, for example.
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[0070] When an obstacle is not detected near the vehicle
1, the display control unit 110 of the control device 100
displays only the character image I on the display device 200
(Step S2). After that, the control device 100 returns the
processing to Step S1, and executes determination again. As
a result, the processing of this flow chart is started when the
power source of the vehicle 1 is turned on, and only the
character image [ is always displayed while an obstacle is
not detected near the vehicle 1.

[0071] When an obstacle is detected near the vehicle 1, the
display mode determination unit 120 of the control device
100 determines, based on the external object information
acquired from the object recognition device 16, the mode of
display of an object to be displayed from the hand of the
character image [ toward the position of the obstacle (Step
S3). The display control unit 110 of the control device 100
displays the character image I and an object based on the
determined display mode (Step S4). After that, the control
device 100 returns the processing to Step S1, and executes
determination again. As a result, for example, when an
obstacle is detected near the vehicle 1 while the vehicle 1 is
traveling, the display device 200 displays both of the char-
acter image I and an object, and after that, when the obstacle
is sufficiently away from the vehicle 1, the display device
200 displays only the character image I.

[0072] Next, referring to FIG. 11 to FIG. 13, description is
given of various kinds of examples of the mode of display
of an object by the display device 200. FIG. 11 is a diagram
illustrating an example of the mode of display of an object
by the display device 200. In FIG. 11, the display device 200
displays an arrow object that expands from the hand of the
character image | toward the position of the external object.
As the arrow object is closer to the hand of the character
image I, the density of points forming the arrow object
becomes higher, and the luminance becomes higher. As a
result, it is possible to reduce the visual discontinuity of
objects, which occurs due to decrease in visibility between
the inside of the lens area and the outside of the lens area,
and reduce the strange feeling of the user.

[0073] FIG. 12 is a diagram illustrating another example
of the mode of display of an object by the display device
200. In FIG. 12, the display device 200 displays a band
object with a fixed width from the hand of the character
image 1 toward the position of the external object. As the
band object becomes closer to the hand of the character
image I, the luminance becomes higher. In this manner,
similarly to the case of FIG. 11, it is possible to reduce the
visual discontinuity of objects and reduce the strange feeling
of the user.

[0074] FIG. 13 is a diagram illustrating another example
of the mode of display of an object by the display device
200. In FIG. 13, the display device 200 displays a plurality
of point objects from the hand of the character image I
toward the position of the external object. As the plurality of
point objects become closer to the hand of the character
image I, the density of the plurality of point objects become
higher. In this manner, similarly to the cases of FIG. 11 and
FIG. 12, it is possible to reduce the visual discontinuity of
objects and reduce the strange feeling of the user.

[0075] Next, description is given of the technique of
reducing the visual discontinuity of objects, which occurs
between the inside of the lens area and the outside of the lens
area. FIG. 14 is a diagram for describing blur processing for
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the lens area of the display device 200. The start point of the
graph illustrated in FIG. 14 means the hand of the character
image I.

[0076] As illustrated in the left part of FIG. 14, the user
recognizes an object without feeling blur inside the lens area
of the display device 200. However, blur occurs in the
formed image outside the lens area, and thus the user feels
the visual discontinuity of objects unless objects inside the
lens area are subjected to blur processing.

[0077] Inview of this, as indicated by a long dashed short
dashed line of FIG. 14, the display device 200 subjects
objects inside the lens area to blur processing so that the
degree of blur of the inside of the lens area matches the
degree of blur of the boundary between the inside of the lens
area and the outside of the lens area. As a result, as illustrated
in the right part of FIG. 14, the user recognizes blurred
objects also in the lens area. In this manner, it is possible to
reduce the visual discontinuity of objects and reduce the
strange feeling of the user.

[0078] As illustrated in the left part of FIG. 14, the degree
of blur recognized by the user becomes larger as the object
becomes away from the start point not only outside the lens
area but also inside the lens area. Thus, the display device
200 may display objects near the predetermined area so that
the density of those objects becomes smaller, the color of
those objects becomes lighter, the luminance of those
objects becomes smaller, or the size of those objects
becomes smaller compared to objects that are away from the
predetermined region and formed inside the lens area. In this
manner, it is possible to reduce the visual discontinuity of
objects in the lens area.

[0079] Furthermore, the display device 200 may subject
one or more objects to blur processing more as the illumi-
nance of the outside of the vehicle 1 becomes lower. This is
because when the illuminance of the outside of the vehicle
1 is low, the user is more likely to feel the luminance of an
object more strongly, resulting in fatigue of eyes. It is
possible to enable the user to visually recognize an object
without feeling fatigue of eyes by subjecting objects to blur
processing when the illuminance of the outside of the
vehicle 1 is low.

[0080] Furthermore, the display device 200 may include a
touch panel, and the position of display of the character
image | may be determined through an operation performed
by the user. FIG. 15 is a diagram illustrating a situation in
which the user moves the position of display of the character
image 1. As illustrated in FIG. 15, the user moves the
character image I, which has been arranged on the left side
of the speed meter M, toward the left side further by
touching a position in the left direction with respect to the
display device 200. In this manner, when the character
image I is bothering the user, the user can move the character
image 1 away from the user, or in contrast, when the user
intends to use the character image I more effectively, the user
can move the character image I closer to the user. Alterna-
tively, determination of the position of display of the char-
acter image I may be implemented by using the in-vehicle
camera 20 and detecting the motion of the hand of the user.
[0081] FIG. 16 is a diagram for describing a situation in
which the mode of display of an object by the display device
200 changes in synchronization with movement of the
position of display of the character image I. Similarly to the
case of FIG. 6, the vehicle 1 is traveling in a town, and the
camera 10 confirms existence of the pedestrian P in front of
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the vehicle 1 on the right side through the front windshield
F. As illustrated in FIG. 16, the mode of display of an object
also changes in synchronization with movement of the
character image 1. This is because when the character image
I moves, a vector from the character image I of the display
device 200 to the camera 10 also changes, which also
changes a vector from the character image I to the pedestrian
P calculated by the display control unit 110. The display
mode determination unit 120 determines the mode of display
of an object based on the changed vector, and the display
device 200 displays an object based on the determined
display mode. That is, the display device 200 can flexibly
display an object in synchronization with movement of the
character image [ by the user.

[0082] According to the embodiments described above,
when the display device 200 displays one or more objects
from a predetermined area of a lens toward an outside of a
lens area, the display device 200 displays an object near the
predetermined area in a different display mode relating to at
least one of a density, a color strength, a luminance, and a
size compared to an object away from the predetermined
area. In this manner, it is possible to prevent the user from
feeling strange when spatially notifying the user of existence
of an external object.

[0083] The above-mentioned embodiments
expressed in the following manner.

[0084] A control device including a storage device having
stored thereon a program and a hardware processor, the
hardware processor executing the program stored in the
storage device to cause a display device, which is capable of
forming an image in both of an inside of a lens area and an
outside of the lens area and enabling a user to visually
recognize the image, to display one or more objects from a
predetermined area inside the lens area toward the outside of
the lens area so that an object near the predetermined area is
displayed in a different display mode relating to at least one
of a density, a color strength, a luminance, and a size
compared to an object away from the predetermined area.
[0085] This concludes the description of the embodiment
for carrying out the present invention. The present invention
is not limited to the embodiment in any manner, and various
kinds of modifications and replacements can be made within
a range that does not depart from the gist of the present
invention.

can be

What is claimed is:

1. A display method, which is executed by a display
device capable of forming an image in both of an inside of
alens area and an outside of the lens area and enabling a user
to visually recognize the image, the display method com-
prising displaying, by the display device, one or more
objects from a predetermined area inside the lens area
toward the outside of the lens area so that an object near the
predetermined area is displayed in a different display mode
relating to at least one of a density, a color strength, a
luminance, and a size compared to an object away from the
predetermined area.

2. The display method according to claim 1, wherein the
display device displays an object near the predetermined
area so that the density, the color strength, the luminance, or
the size of the object becomes higher than a density, a color
strength, a luminance, or a size of an object away from the
predetermined area and formed outside of the lens area.

3. The display method according to claim 1, wherein the
display device displays an object near the predetermined



US 2022/0174265 Al

area so that the density, the color strength, the luminance, or
the size of the object becomes lower than a density, a color
strength, a luminance, or a size of an object away from the
predetermined area and formed inside of the lens area.

4. The display method according to claim 1,

wherein the display device displays a character image,

and

wherein the predetermined area is an area close to the

character image or an area including at least a part of
the character image.

5. The display method according to claim 1,

wherein the display device displays a character image,

and

wherein the display device determines a position of

display of the character image through an operation
performed by the user.

6. The display method according to claim 1, wherein the
display device continuously displays the one or more objects
from the predetermined area toward a specific location
outside the lens area.

7. The display method according to claim 6, wherein the
specific location is a risk determination location acquired by
external recognition means.

8. The display method according to claim 6, wherein the
display device sets a degree of difference in the display
mode depending on a distance between the specific location
and the display device.

9. The display method according to claim 8, wherein the
display device increases widths of the one or more objects
as a distance between the specific location and the display
device becomes smaller.

10. The display method according to claim 1, wherein the
display device decreases visibility of an image formed
outside of the lens area compared to visibility of an image
formed inside of the lens area.

11. The display method according to claim 1, wherein the
display device is a display device having lenticular lens
structure.
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12. The display method according to claim 1, wherein the
display device is mounted on a mobile body.

13. The display method according to claim 12, wherein
the display device displays an object so that when the user
in the mobile body has not visually recognized the specific
location, the density, the color strength, the luminance, or the
size of the object becomes higher compared to a case in
which the user in the mobile body has visually recognized
the specific location.

14. The display method according to claim 12, wherein
the display device subjects the one or more objects to blur
processing more and displays the one or more objects as
illuminance of the outside of the mobile body becomes
lower.

15. The display method according to claim 12, wherein
the display device increases a degree of difference in the
display mode when the user in the mobile body has not
visually recognized the specific location compared to a case
in which the user in the mobile body has visually recognized
the specific location.

16. A system, which is configured to control a display
device capable of forming an image in both of an inside of
alens area and an outside of the lens area and enabling a user
to visually recognize the image, the system comprising:

a display mode controller configured to control display by
the display device; and

a display mode determiner configured to determine a
mode of display by the display device,

wherein the display controller displays one or more
objects from a predetermined area inside the lens area
toward the outside of the lens area so that an object near
the predetermined area is displayed in a different dis-
play mode relating to at least one of a density, a color
strength, a luminance, and a size compared to an object
away from the predetermined area.
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